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We have combined ultrasoft pseudopotential density functional theory utilizing plane wave basis with a
Poisson-Boltzmann/solvent-accessible surface area (PB/SA) model to calculate the solvation free energy of
small neutral organic compounds in water. The solute charge density obtained from density functional theory
was directly used in solving the Poisson-Boltzmann equation to obtain the reaction field. The polarized
electronic wave function of the solute in the solvent was solved by including the reaction field in the density
functional Hamiltonian. The quantum mechanical and Poisson-Boltzmann equations were solved self-
consistently until the charge density and reaction field converged. Using the solute charge density directly
instead of a point-charge representation permitted asymmetric distortion and spreading out of the electron
cloud. Because the electron density could leave the van der Waals surface to penetrate into the high-dielectric
solvent, the reaction field generated by this density was generally smaller than that obtained by using the
point-charge representation. In applying this model to calculate the solvation free energy of 31 small neutral
organic molecules spanning a range of 25 kcal/mol, we obtained a root-mean-square error of only 1.3 kcal/
mol if we allowed one adjustable parameter to shift the calculated solvation free energy.

1. Introduction

Biochemical processes typically occur in the presence of
solvent. Therefore, reliable modeling of biological structure and
energetics requires the proper treatment of solvation effects.
Explicit-solvent models describe the molecular details of the
solvent but are expensive to use. Implicit-solvent models
approximate the solvent as a dielectric continuum to significantly
reduce the number of degrees of freedom. By avoiding extensive
samplings of solvent configurations, implicit-solvent models are
much cheaper to use.1 Some widely used continuum solvent
models include the Poisson-Boltzmann (PB) model,2-7 the
conductor-like screening model (COSMO),8,9 the polarizable
continuum model (PCM),10,11 and the generalized Born (GB)
model.12-15 To improve the solvation free energy calcula-
tion, a broad range of continuum solvation models have been
coupled with quantum mechanical methodologies. Most of the
available methodologies have been described in a few recent
reviews.1,16-18

This work focuses on using the PB approach, which is one
of the most realistic continuum solvent models around. The PB
equation can be solved numerically to take into account the
complex shape of solute molecules. Common methods include
the finite-difference and the boundary-element approaches.4-6,17,19

In solving the PB equation, it is common to approximate the
solute charge distribution by fixed atomic partial point charges.
In combining the PB method with quantum mechanics, one can
determine the partial point charges of a solute by fitting them
to quantum mechanically derived electrostatic potential (ESP)
to obtain ESP-fitted charges.20 On the other hand, in combining
a linear-scaling quantum mechanical method with the PB
approach, Merz and co-workers employed scaled Mulliken and
Coulson charges.21 Although charges derived from ESP-fitting

can be easily fed into a PB algorithm, their derivation depends
somewhat on the choice of sampling points for calculating the
ESP.22,23 Directly using the charge density obtained from
quantum calculation can eliminate this problem. This approach
is explored in this work by applying it to calculate the solvation
free energy of small organic molecules and comparing the results
to those obtained by using point-charge and mixed point-charge/
charge density representations.

Density functional theory is one of the most widely used
methods in electronic structure calculations since Kohn and
Sham proposed the first practical approach for obtaining
numerical solutions.24 In solid-state physics, the Kohn-Sham
equation is now commonly solved by using the plane wave basis
set, an ultrasoft or norm-conserving pseudopotential, and
periodic boundaries.25-27 Compared with local basis sets, the
plane wave basis set offers advantages such as no basis set
superposition error and no Pulay force. Basis set convergence
can be controlled systematically by using only one parameter:
the cutoff energyEcut. On the other hand, one disadvantage of
the plane wave basis set is that it requires a large number of
plane waves to achieve convergence. However, the basis size
can be dramatically reduced by using ultrasoft pseudopoten-
tial.26,27 Practical use of the plane wave basis set also requires
the application of periodic boundary conditions. When modeling
an isolated molecule, the basic unit chosen needs to be large
enough so that interactions between molecules in adjacent cells
are negligible.28 In the case of neutral systems with small dipole
moments, satisfactory results can be obtained by using a
relatively small basic simulation unit. For charged molecular
systems or systems with large dipole moments, large errors can
result from too small a basic calculation unit.27 However, this
difficulty can be overcome by a simple scheme proposed by
Martyna and Tuckerman that utilizes a screen function in the
long-range interaction terms.29* Corresponding author. E-mail: wongch@umsl.edu.
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In this work, the electronic structure and total energy of a
molecule were calculated by using the plane wave basis set
together with an ultrasoft pseudopotential (PWPP).25 The long-
range interaction terms were treated with the screen function
technique of Martyna and Tuckerman. Solvation effects were
included by using the reaction field obtained from the solution
of the PB equation. Because the PB equation was solved by
using electron density or atomic partial charges derived from
the quantum calculations, the Kohn-Sham and the PB equations
needed to be solved iteratively until convergence was achieved.
In this work, we used the finite-difference method of the
University of Houston Brownian Dynamics (UHBD) program2

to solve the PB equation with dielectric boundary defined by
using Bondi radii.30 We studied 31 neutral molecules and found
good agreements with experimental data (root-mean-square error
) 1.3 kcal/mol).

This paper is organized as follows: Section 2 describes the
methods used to calculate the reaction field and the solvation
free energy, and to couple the Kohn-Sham and the PB
approaches. The Results and Discussion section follows. In this
section, the results obtained by using charge density, fitted
atomic partial point charges, and their hybrids are compared.
Section 4 concludes.

2. Computational Methods

2.1. Kohn-Sham Equations with Ultrasoft Pseudopoten-
tials and the Plane Wave Basis Set.The total energy functional
of a system for a set of occupied electronic states can be written
as26,27

whereVNL andVloc
ion are the nonlocal and local operators of the

ultrasoft pseudopotential,EH and Exc are the Hartree and
exchange-correlation energies, respectively, andn(r ) is the
electron density. The Kohn-Sham equation can be obtained
by minimizing the total energy under the constraint of general-
ized orthonormality:

whereεi is theith eigenvalue,S is a Hermitian overlap operator,
andH is the Kohn-Sham Hamiltonian,

whereDnm
ion is the “screened’ coefficients defined in ref 27, and

|ân
ion〉〈âm

ion| is the projector related to the ultrasoft pseudopoten-
tial. VH is the Hartree potential, andVxc is the exchange-
correlation potential. Under the plane wave representation, the
kinetic energy term is diagonal and the Hartree potential has a
simple analytical form for periodic systems:

whereG is the reciprocal lattice vector. As discussed earlier,
the long-range Coulomb interactions between replicas can
introduce errors in performing calculations for isolated systems.

However, such errors can be reduced by introducing the screen
function proposed by Martyna and Tuckerman in which the
Hartree potential is written as29

whereVscreen(G) is obtained by taking the difference between
the Fourier series and the Fourier transform of the long-range
part of the Coulomb interactions. A similar scheme can be
applied to the local potentialVloc

ion(G). Finally, we used the
Davison algorithm to solve the Kohn-Sham equation self-
consistently by our modified plane wave self-consistent field
(PWSCF) program.25 The electron density or atomic partial
charges fitted to the molecular ESP were used in the solution
of the PB equation.

In our calculations, the minimum separation between adjacent
periodic replicas was 20 Bohr. This separation distance com-
bined with the use of screen function ensured that the error
caused by neighboring images were negligible. To test the
convergence of the plane wave basis set, reaction field energy
GRF was carried out by settingEcut equal to 25 and 20 Rydberg
for a water molecule. We found that the reaction field energy
GRF differed by only 0.1 kcal/mol. ThereforeEcut was chosen
to be 20 Rydberg for all subsequent calculations. We also used
the PBE functional in the solution of the Kohn-Sham equa-
tions.31 In the least-squares fitting of the ESP charges, we
followed previous work by utilizing sampling points between
two surfaces constructed by using 1.2 and 1.7 times the van
der Waals radii respectively.22

2.2. Numerical Solution of the PB Equation.The ESP can
be obtained by solving the PB equation with a charge distribu-
tion F(r ):32,33

where ε(r ) is the dielectric atr , κ(r ) is the Debye-Hückel
parameter, andφ(r ) is the ESP. The UHBD program was used
to calculate the ESP and the reaction field by using either the
quantum mechanical charge density directly or ESP fitted
charges.2 If quantum mechanical charge density was used
directly, the electron densityF(r ) or ion valence chargeZion

density expressed in each grid point of the real space PWSCF
grid was first converted into a point charge. Then, a typical
UHBD calculation was carried out, except this time atomic
partial charges were replaced by point charges converted from
each grid point in the PWSCF grid. This way, we have many
more point charges than atomic point charges and some of these
charges could be outside the dielectric boundary because the
quantum mechanical charge density could extend beyond the
dielectric surface surrounding the solute. In converting the
charge density to a point charge, we multiplied the charge
density at the grid point by the volume of a grid used in the
UHBD calculation. We used a solvent-excluded surface gener-
ated by using a probe sphere of radius 1.4 Å to define the
dielectric interface. Because electronic polarization was explic-
itly taken care of by the quantum calculations, the interior
dielectric constant was set to 1. An exterior solvent dielectric
constant of 80 was used. In all calculations presented here,F(r )
was set to zero, corresponding to a solution without salt. The
Poisson equation was solved by using the incomplete Choleski
decomposition method.3

The accuracy of the Poisson solution depends on the grid
spacing used in the finite-difference method. For a water
molecule, the reaction field energyGRF obtained by using grid

Etot ) ∑
i

〈φi| -
p2

2m
∇2 + VNL|φi〉 + EH + Exc +

∫ drVloc
ion(r )n(r ) (1)

H|φi〉 ) εiS|φi〉 (2)

H ) -
p2

2m
∇2 + ∑

nm,I

Dnm
ion|ân

ion〉〈âm
ion| + Vloc

ion(r ) + VH(r ) +

Vxc(r ) (3)

VH(G) ) 4π
G2

n(G) (4)

VH(G) ) 4π
G2

n(G) + Vscreen(G) (5)

∇‚[ε(r )∇φ(r )] - κ
2(r )φ(r ) ) F(r ) (6)

4874 J. Phys. Chem. A, Vol. 110, No. 14, 2006 Wang and Wong



spacings of 0.15 and 0.12 Å differed by only 0.04 kcal/mol.
Therefore, when using the focusing method of Gilson and
Honig34 in solving the Poisson equation, we first calculated the
ESP using a coarse grid with a dimension of 603 and a grid
spacing of 0.5 Å, followed by a fine grid calculation with the
same dimension but a smaller grid spacing of 0.15 Å. The Bondi
radii were used in choosing surface points for ESP charge fitting
and in defining the molecular surface (e.g., 1.20 Å for hydrogen,
1.70 Å for carbon, 1.52 Å for oxygen, 1.55 Å for nitrogen, and
1.80 Å for sulfur).30

2.3. Coupling between Kohn-Sham and PB Equations.
We obtained the reaction field by solving the PB equation twice,
once in the presence of the solvent, and once in a vacuum such
that

The reaction fieldφh(r ) was incorporated into the Kohn-Sham
Hamiltonian to give

Because the solution of the Kohn-Sham equation required the
reaction field, the solution of which in turn depended on the
quantum mechanically derived charge density (either used
directly or in the form of ESP fitted charges), the Kohn-Sham
and the PB equations were solved self-consistently until the total
energy of the solute converged to within 10-8 Rydberg. In the
solution of eq 8, the values ofφhRF(r ) on the Kohn-Sham
equation grid were obtained from the PB equation grid using
the trilinear interpolation formula, as in UHBD. In the self-
consistent iteration procedure, one first performed a SCF
calculation in a vacuum with a fixed solute geometry. The
quantum mechanically derived charge density was then used
in solving the PB equation to obtain the reaction fieldφhRF(r ).
φhRF(r ) was then used in the following quantum mechanical
calculation. This process was repeated until the solute energy
converged. In these calculations, the solute geometry was
obtained by optimizing it in a vacuum at the B3LYP/6-311
g** level using the Gaussian 03 package.35

2.4. Solvation Free Energy Calculations.With the quantum
mechanically derived charge density, the solvation free energy
was evaluated as follows:21

whereGRF is the interaction energy between the solute charge
density and the reaction fieldφhRF(r ), which was calculated by:

whereZv
A is the ion valence charge.Gwfd is the energy resulting

from the distortion of the solute wave function in going from
vacuum to solution and is given by20

Here, H is the Hamiltonian in the gas phase,φi
s was theith

solute orbital in solvent, andφi
g was theith solute orbital in the

gas phase. Finally, the nonpolar termGnp involved contributions
from cavity formation and solute-solvent van der Waals

interactions modeled as20,36

We treateda as an adjustable parameter to fit experimental
results.A is the solvent-accessible surface areas.σ is a surface
tension coefficient which was set to 0.006 kcal/mol Å-1in our
calculations.37 As noticed in refs 38 and 39, eq 12 did not work
as well for small organic molecules containing a ring. This
limitation could be reduced by separating the nonpolar solvation
free energy explicitly into dispersion and cavity terms, but more
adjustable parameters are required.40,41Although we only used
eq 12 in this paper, Levy et al.’s approach might further improve
our model in the future.

3. Results and Discussion

Because most previous PB calculations employed atomic
partial charges rather than charge density, we compared four
different calculational models constructed by using charge
density alone, ESP-fitted charges alone, and their hybrids: In
the F/F model, the reaction fieldφh(r ) was obtained from the
PB equation using the charge density, and the reaction field
energyGRF was also calculated by using the densityF in eq 10.
In the F/q model, the reaction field energyGRF was evaluated
by using ESP-fitted charges in eq 10. In theq/F model, the ESP-
fitted charges were used in the solution of the PB equation,

φRF(r ) ) φhsolvent(r ) - φhvac(r ) (7)

Hsol) - p2

2m
∇2 + ∑nm,IDnm

ion|ân
ion〉 〈âm

ion| + Vloc
ion(r ) + VH(r ) +

Vxc(r ) + φRF(r ) (8)

Gsol) GRF + Gwfd + Gnp (9)

GRF)
1

2
∫VF(r )φhRF(r )dr +

1

2
∑
A

Zv
A
φhRF(r ) (10)

Gwfd ) ∑
i

[〈φi
s|H|φi

s〉 - 〈φi
g|H|φi

g〉] (11)

TABLE 1: Calculated Solvation Free Energies of Cl- in
Water (in kcal/mol)

ion modela GRF Gwfd GSAS
b Gsol exptl

Cl- F/F -79.75 2.11 0.51 -77.13 -73.4∼ -78.0
F/q -55.82 -53.20
q/F -83.53 17.22 -65.81
q/q -133.26 -115.54

a Model F/F indicates that both the reaction fieldφh(r ) andGRF were
calculated by using the densityF directly. In modelF/q, the reaction
field φh(r ) was calculated withF, whereasGRF was evaluated with point
charges derived by ESP fitting. Modelq/F used fitted point charges in
calculating the reaction fieldφh(r ), but used charge density in evaluating
GRF. In modelq/q, the fitted point charges were used in calculating the
reaction fieldφh(r ) as well asGRF. b GSAS was calculated by multiplying
the solvent-accessible surface area by 0.006.

Figure 1. Reaction fieldφh(r ) from the solution of the Poisson equation
for Cl-. The solid line was obtained by using the charged density
obtained from density functional calculation. The dashed line was
obtained by using a single point charge of unit one at the atom center.

Gnp) a + σA (12)
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and the reaction field energyGRF was computed by using the
quantum mechanically derived charge density in eq 10. Theq/F
model has been widely used in previous mixed quantum-

mechanical PB models.5,20,21 In the q/q model, the ESP-fitted
charges were used both in solving the PB equation and in
calculating the reaction field energyGRF.

TABLE 2: Experimental and Calculated Solvation Free Energies for 31 Small Neutral Molecules in Water (in kcal/mol)

molecule modela GRF Gwfd GSAS
b Gnp Gsol exptl molecule modela GRF Gwfd GSAS

b Gnp Gsol exptl

methanethiol F/F -5.38 0.95 1.09 2.63 -1.80 -1.24 methyl ethyl F/F -5.97 1.16 1.50 3.03 -1.79 -1.49
F/q -3.53 1.70 -0.88 sulfide F/q -4.16 2.10 -0.91
q/F -3.91 1.16 1.72 -1.04 q/F -4.60 1.37 2.12 1.12
q/q -4.38 2.50 -0.73 q/q -4.97 2.90 -0.71

methanol F/F -7.67 1.31 2.50 -3.86 -5.11 4-cresol F/F -9.19 1.36 1.64 3.17 -4.66 -6.13
F/q -7.03 1.57 -4.15 F/q -8.44 2.24 -4.85
q/F -7.23 1.45 1.59 -4.19 q/F -8.82 1.63 2.26 -4.93
q/q -7.67 2.37 -3.85 q/q 9.71 3.04 -5.04

phenol F/F -9.55 1.50 1.55 3.08 -4.98 -6.60 4-methyl- F/F -15.52 3.90 1.44 2.97 -8.65 -10.25
F/q -8.67 2.15 -5.03 imidazole F/q -14.46 2.04 -8.51
q/F -9.06 1.77 2.17 -5.12 q/F -15.09 4.37 2.06 -8.66
q/q -9.82 2.95 -5.11 q/q -16.35 2.84 -9.13

acetic acid F/F -12.31 1.90 1.22 2.75 -7.66 -6.70 3-methyl- F/F -10.16 1.73 1.89 3.42 -5.01 -5.91
F/q -11.90 1.82 -8.18 indole F/q -8.59 2.49 -4.37
q/F -12.15 2.08 1.84 -8.23 q/F -9.35 2.18 2.51 -4.66
q/q -12.70 2.62 -8.00 q/q -10.20 3.29 -4.72

H2O F/F -10.09 1.76 0.73 2.26 -6.07 -6.30 n-butylamine F/F -7.50 1.39 1.42 2.95 -3.16 -4.29
F/q -9.53 1.33 -6.44 F/q -6.56 2.02 -3.15
q/F -9.80 1.96 1.35 -6.49 q/F -6.82 1.57 2.04 -3.21
q/q -10.03 2.13 -5.93 q/q -7.90 2.82 -3.51

benzene F/F -4.12 0.54 1.45 2.98 -0.60 -0.9 n-propyl- F/F -22.31 4.26 1.82 3.35-14.70 -10.91
F/q -3.21 2.05 -0.62 guanidine F/q -18.40 2.42 -11.72
q/F -3.53 0.77 2.07 -0.68 q/F -20.18 4.69 2.44 -13.05
q/q -4.01 2.85 -0.39 q/q -20.45 3.22 -12.54

methane F/F -0.94 0.03 0.84 2.37 1.47 1.93 aniline F/F -9.30 1.46 1.45 2.98 -4.86 -5.49
F/q -0.49 1.44 0.98 F/q -8.59 2.05 -5.07
F -0.51 0.04 1.46 0.99 q/F -9.15 1.77 2.07 5.31
q/q -0.61 2.24 1.68 q/q -10.14 2.85 -5.52

propionic F/F -10.72 1.58 1.36 2.89 -6.24 -6.47 NH3 F/F -8.58 1.76 0.81 2.34 -4.47 -4.29
acid F/q -9.79 1.96 -6.24 F/q -8.03 1.41 -4.86

q/F -9.98 1.73 1.98 -6.27 q/F -8.39 2.03 1.43 -4.92
q/q -10.42 2.76 -5.94 q/q -9.29 2.21 -5.05

acetone F/F -10.16 2.33 1.32 2.85 -4.99 -3.90 methylamine F/F -7.66 1.48 1.02 2.55 -3.63 -4.50
F/q -9.51 1.92 -5.27 F/q -6.56 1.62 -3.45
q/F -9.72 2.54 1.94 -5.24 q/F -6.80 1.63 1.64 -3.52
q/q -10.14 2.72 -4.89 q/q -7.71 2.42 -3.65

butane F/F -1.56 0.04 1.45 2.98 1.46 2.15 acetonitrile F/F -13.56 3.45 1.05 2.58 -7.53 -3.90
F/q -0.23 2.05 1.86 q/F -13.64 1.65 -8.54
q/F -0.27 0.03 2.07 1.83 q/F -14.32 4.12 1.67 -8.53
q/q -0.33 2.85 2.54 q/q -15.47 2.45 -8.90

acetamide F/F -16.59 3.83 1.27 2.80 -9.97 -9.71 pyridine F/F -8.54 1.88 1.33 2.86 -3.80 -4.70
F/q -16.15 1.87 -10.45 F/q -7.57 1.93 -3.75
q/F -16.47 4.10 1.89 -10.49 q/F -8.09 2.29 1.95 -3.84
q/q -17.26 2.67 -10.49 q/q -9.40 2.73 -4.37

i-butane F/F -1.70 0.05 1.46 2.99 1.35 2.30 1-methyl- F/F -28.41 7.17 1.70 3.23-18.02 -18.40
F/q -0.54 2.06 1.57 cytosine F/q -26.94 2.30 -17.48
q/F -0.57 0.06 2.08 1.57 q/F -28.39 7.96 2.32 -18.11
q/q -0.67 2.86 2.26 q/q -29.46 3.10 -18.39

propionamide F/F -15.69 3.65 1.43 2.96 -9.09 -9.41 1-methyl- F/F -20.55 4.65 1.63 3.16-12.74 -14.0
F/q -14.86 2.03 -9.18 uracil F/q -21.35 2.23 -14.47
q/F -14.98 3.80 2.05 -9.13 q/F -19.49 4.62 2.25 -12.61
q/q -15.72 2.83 -9.10 q/q -21.74 3.03 -14.08

ethanol F/F -7.74 1.31 1.22 2.75 -3.68 -5.01 9-methyl- F/F -31.97 7.33 1.94 3.47-21.17 -22.4
F/q -6.89 1.82 -3.76 guanine F/q -30.55 2.54 -20.69
q/F -7.05 1.42 1.84 -3.80 q/F -32.73 8.61 2.56 -21.56
q/q -7.32 2.62 -3.29 q/q -34.50 3.34 -22.55

ethanethiol F/F -5.65 1.02 1.30 2.83 -1.79 -1.30 9-methyl- F/F -21.50 3.49 1.87 3.41-14.60 -13.6
F/q -3.71 1.90 -0.78 adenine F/q -18.79 2.48 -12.84
q/F -4.09 1.26 1.92 -0.90 q/F -19.82 3.88 2.50 -13.45
q/q -4.52 2.70 -0.56 q/q -21.11 3.28 -13.95

toluene F/F -4.46 0.57 1.57 3.10 -0.80 0.90 standard F/F 1.34
F/q -3.43 2.17 -0.69 error F/q 1.29
q/F -3.74 0.75 2.19 -0.80 q/F 1.24
q/q -4.13 2.97 -0.40 q/q 1.29

a Model F/F indicates that both the reaction fieldφh(r ) andGRF were calculated by using the densityF directly. In modelF/q, the reaction field
φh(r ) was calculated withF, whereasGRF was evaluated with point charges derived by ESP fitting. Modelq/F used fitted point charges in calculating
the reaction fieldφh(r ), but used charge density in evaluatingGRF. In modelq/q, the fitted point charges were used in calculating the reaction field
φh(r ) as well asGRF. b GSAS was calculated by multiplying the solvent-accessible surface area by 0.006.c Gnp was calculated from eq 12 in which
the optimized constanta was 1.53 for modelF/F, 0.60 for modelF/q, 0.62 for modelq/F, and 1.40 for modelq/q.
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Table 1 presents results for the relatively “simple” Cl- ion.
Experimental data for its solvation free energy was reported to
vary between 73.4 and 78 kcal/mol.42 In previous continuum
solvent model calculations, the solvation free energy was found
to be sensitive to the atomic charge and radius.43 Using theF/F
model, we could produce solvation energy in this range with a
small van der Waals radius of 1.25 Å (solvation energy)
-77.13 kcal/mol). One could see that the results obtained from
the four models could be quite different. Using the charge
density in solving the PB equation gave a very different reaction
field from that obtained by using ESP-fitted charges. As one
can see from Figure 1, the reaction field obtained by using
charge density was smaller than that obtained by using ESP-
fitted charges. This is because when the solute was described
quantum mechanically, part of its electron density penetrated
into the solvent.18,44 With 1.25 Å as the van der Waals radius,
27% of the total electron density was lying outside in the high
dielectric region. If one assumed that this portion of the charge
density was entirely screened, the effective charge that generated
the reaction field was smaller. One can roughly rationalize this
in terms of the simple Born model for calculating the reaction
field,45

whereR is the radius of Cl-, ε is the dielectric constant of the
solvent, andq is the ionic charge. The decreased effective charge
reduced the reaction field. On the other hand, the charge always
lied within the low dielectric region in the fixed charge model
so that the full charge of magnitude one was fully appreciated.
The smaller effective charge generated a smaller reaction field
that distorted the electron cloud less significantly. This is also
reflected in the energyGwfd associated with the distortion of
the electronic wave function, which was smaller when the charge
density was used. It is worth pointing out that the van der Waals
radius of 1.25 Å was even smaller than the radius of a Cl atom.
The need to use such a nonphysical value might reflect the
limitations of continuum solvent models in describing the
solvation of small charged ions. As described in ref 46,
continuum dielectric theory poorly describes specific solute-
solvent interaction such as hydrogen bonding. As a result,
continuum dielectric models often significantly underestimate
the magnitude of anion solvation energies unless unphysically
small cavity radii are used or explicit terms are used to model
specific ion-water interactions.

On the other hand, the differences among the four models
were much smaller when the models were applied to study larger
molecules. Table 2 summarizes the results for 31 small neutral
organic molecules. In these models, one adjustable parameter
a, defined in eq 12, was used to better fit the experimental data.
When the solute was described quantum mechanically, there
always existed a tail of electron charge density penetrating into
the high dielectric solvent that did not occur in point-charge
models. As shown in Table 2, the solute wave function distortion
energy Gwfd was slightly overestimated in the point-charge
modelsq/F andq/q; however, theGwfd values for butane and
1-methyluracil were quite similar for theF/F andq/F models.
In general, a slightly weaker reaction field was generated from
the full charge density modelF/F because of the “leaking” of
charge density into the high dielectric solvent region. When the
solute experienced a weaker reaction field, its wave function
was less distorted. Consequently, the value ofGwfd calculated
from the F/F model was typically smaller than that from the

q/F model. For these neutral molecules, about 1-2% of the
electron density lied outside the molecular surface.

To compare the calculated solvation energy with experimental
data taken from refs 15 and 21, the parametera in the termGnp

was allowed to change to best fit the experimental results. The
optimized values ofa were 1.53 kcal/mol for theF/F model,
0.60 kcal/mol for theF/q model, 0.62 kcal/mol for theq/F model,
and 1.40 kcal/mol for theq/q model. These values ofa were
close to the 1.09 value used by Honig and co-workers, who
employed a similar intrinsic surface tension of 0.005 kcal/mol/
A2.20 Although the four models were distinct by generating
different reaction field energiesGRF, for example, one could
make all four models give comparable agreement with the
experimental data by allowing the parametera to change. By
doing this, we could obtain root-mean-square errors of about
1.3 kcal/mol in all four cases.

Figures 2-5 illustrate the correlation between the experi-
mental free energies and the calculated ones from the four
different models. As illustrated in Figures 2-5, the same

φh(r ) ) q
R(1ε - 1) (13)

Figure 2. Correlation plot between the experimental and calculated
solvation free energy using theF/F model. The correlation coefficient
is 0.99.

Figure 3. Correlation plot between the experimental and calculated
solvation free energy using theF/q model. The correlation coefficient
is 0.99.
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correlation coefficient (0.99) was obtained, again indicating that
all four models gave results that correlated well with experi-
mental data for small neutral systems. Although theF/F model
did not achieve better performance in calculating the solvation
energy of these small neutral systems, its more physically sound
representation (including better description of reaction field and
wave function dispersion and distortion) may make it more
appealing for other applications.

4. Conclusions

We coupled the Kohn-Sham and PB equations to explicitly
take electronic polarization into account in calculating solvation
free energy. We also used the more realistic dispersed-charge
rather than the point-charge representation in solving the PB
equation. In applying this approach to study the hydration of a
chloride ion, it was necessary to use a radius much smaller than
the van der Waals radius of the ion to define the dielectric
boundary to obtain good agreement with the experimental data.

These nonphysical results reflect the limitations of continuum
solvent models in treating small charged ions. On the other hand,
the results for larger molecules were much more reasonable.
For the 31 small neutral molecules studied here, the model
performed quite well in calculating the solvation free energy
of these molecules when a single adjustable parameter was
introduced to shift the calculated solvation energy. The root-
mean-square deviations from the experimental results were only
1.3 kcal/mol when the solvation free energy of these molecules
spanned a wide range of 25 kcal/mol. The correlation coefficient
between the calculated and the experimental solvation free
energy was also better than 0.99.
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