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We have combined ultrasoft pseudopotential density functional theory utilizing plane wave basis with a
Poisson-Boltzmann/solvent-accessible surface area (PB/SA) model to calculate the solvation free energy of
small neutral organic compounds in water. The solute charge density obtained from density functional theory
was directly used in solving the PoissoBoltzmann equation to obtain the reaction field. The polarized
electronic wave function of the solute in the solvent was solved by including the reaction field in the density
functional Hamiltonian. The quantum mechanical and Pois&wnitzmann equations were solved self-
consistently until the charge density and reaction field converged. Using the solute charge density directly
instead of a point-charge representation permitted asymmetric distortion and spreading out of the electron
cloud. Because the electron density could leave the van der Waals surface to penetrate into the high-dielectric
solvent, the reaction field generated by this density was generally smaller than that obtained by using the
point-charge representation. In applying this model to calculate the solvation free energy of 31 small neutral
organic molecules spanning a range of 25 kcal/mol, we obtained a root-mean-square error of only 1.3 kcal/
mol if we allowed one adjustable parameter to shift the calculated solvation free energy.

1. Introduction can be easily fed into a PB algorithm, their derivation depends
Biochemical processes typically occur in the presence of somewhat on the choice of sampling points for calculating the

22,23 i i i i
solvent. Therefore, reliable modeling of biological structure and ESP* DlrlecTIy_ using tk;_e _charg(re]_ densblfy OtflEa'.ned ikl h
energetics requires the proper treatment of solvation effects, dUantum calculation can eliminate this problem. This approac

Explicit-solvent models describe the molecular details of the is explored in this work by.applying itto calculate the solvation
solvent but are expensive to use. Implicit-solvent models free energy of small organic molecules and comparing the results

approximate the solvent as a dielectric continuum to significantly to those obtained by using point-charge and mixed point-charge/

reduce the number of degrees of freedom. By avoiding extensiveCa/g€ density representations. _
samplings of solvent configurations, implicit-solvent models are ~ Density functional theory is one of the most widely used
much cheaper to useSome widely used continuum solvent methods in electronic structure calculations since Kohn and
models include the PoisseBoltzmann (PB) model;” the Sham_propose_d the flrst_ practical approach for obtaining
conductor-like screening model (COSM&)the polarizable ~ numerical solution3! In solid-state physics, the KohrSham
continuum model (PCMY%11 and the generalized Born (GB)  equation is now commonly solved by using the plane wave basis
modell2-15 To improve the solvation free energy calcula- Set. an ultrasoft or norm-conserving pseudopotential, and
tion, a broad range of continuum solvation models have been Periodic boundarie$: 2" Compared with local basis sets, the
coupled with quantum mechanical methodologies. Most of the Plane wave basis set offers advantages such as no basis set
available methodologies have been described in a few recentSUperposition error and no Pulay force. Basis set convergence
reviewsl16-18 can be controlled systematically by using only one parameter:
This work focuses on using the PB approach, which is one the cutoff energyEe,. On the other hand, one disadvantage of
of the most realistic continuum solvent models around. The PB the plane wave basis set is that it requires a large number of
equation can be solved numerically to take into account the Plané waves to achieve convergence. However, the basis size
complex shape of solute molecules. Common methods includec@n be dramatically reduced by using ultrasoft pseudopoten-
the finite-difference and the boundary-element approacliés1® tial.?6:2 Practical use of the plane wave basis set also requires
In solving the PB equation, it is common to approximate the the application of periodic boundary conditions. When modeling
solute charge distribution by fixed atomic partial point charges. &n isolated molecule, the basic unit chosen needs to be large
In combining the PB method with quantum mechanics, one can enough so that interactions between molecules in adjacent cells
determine the partial point charges of a solute by fitting them are negligible?® In the case of neutral systems with small dipole
to quantum mechanically derived electrostatic potential (ESP) moments, satisfactory results can be obtained by using a
to obtain ESP-fitted charg@30On the other hand, in combining relatively small basic simulation unit. For charged molecular
a linear-scaling quantum mechanical method with the PB SyStéms or systems with large dipole moments, large errors can
approach, Merz and co-workers employed scaled Mulliken and result from too small a basic calculation uffitHowever, this

Coulson charged: Although charges derived from ESP-fitting ~ difficulty can be overcome by a simple scheme proposed by
Martyna and Tuckerman that utilizes a screen function in the
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In this work, the electronic structure and total energy of a However, such errors can be reduced by introducing the screen
molecule were calculated by using the plane wave basis setfunction proposed by Martyna and Tuckerman in which the

together with an ultrasoft pseudopotential (PWPP)he long- Hartree potential is written &%

range interaction terms were treated with the screen function

_technique of Martyna and '_I'uck_erman. _Solvation effects were Vy(G) = 4—nn(G) + Vo eofG) (5)
included by using the reaction field obtained from the solution G?

of the PB equation. Because the PB equation was solved by

using electron density or atomic partial charges derived from whereVscee{G) is obtained by taking the difference between
the quantum calculations, the KohBham and the PB equations the Fourier series and the Fourier transform of the long-range
needed to be solved iteratively until convergence was achieved.part of the Coulomb interactions. A similar scheme can be
In this work, we used the finite-difference method of the applied to the local potentiaV|>0(G). Finally, we used the
University of Houston Brownian Dynamics (UHBD) program  Davison algorithm to solve the KoktSham equation self-

to solve the PB equation with dielectric boundary defined by consistently by our modified plane wave self-consistent field
using Bondi radif® We studied 31 neutral molecules and found (PWSCF) program® The electron density or atomic partial
good agreements with experimental data (root-mean-square errocharges fitted to the molecular ESP were used in the solution
= 1.3 kcal/mol). of the PB equation.

This paper is organized as follows: Section 2 describes the In our calculations, the minimum separation between adjacent
methods used to calculate the reaction field and the solvation periodic replicas was 20 Bohr. This separation distance com-
free energy, and to couple the KohBham and the PB  bined with the use of screen function ensured that the error
approaches. The Results and Discussion section follows. In thiscaused by neighboring images were negligible. To test the
section, the results obtained by using charge density, fitted convergence of the plane wave basis set, reaction field energy
atomic partial point charges, and their hybrids are compared. Ggrr was carried out by setting,: equal to 25 and 20 Rydberg

Section 4 concludes. for a water molecule. We found that the reaction field energy
_ Grer differed by only 0.1 kcal/mol. Thereforg.,; was chosen
2. Computational Methods to be 20 Rydberg for all subsequent calculations. We also used

the PBE functional in the solution of the KohiSsham equa-

tials and the Plane Wave Basis SeThe total energy functional ~ ions®" In the least-squares fitting of the ESP charges, we

of a system for a set of occupied electronic states can be writtenfollowed previous work by utilizing sampling points between
ags27 two surfaces constructed by using 1.2 and 1.7 times the van

der Waals radii respectiveff.
2.2. Numerical Solution of the PB Equation.The ESP can
¢iD+ E,+E.T be obtained by solving the PB equation with a charge distribu-
tion p(r):3233

V-[e(r)Ve(r)] — *(N)p(r) = p(r) (6)

where ¢(r) is the dielectric atr, «(r) is the Debye-Huckel
parameter, ang(r) is the ESP. The UHBD program was used
to calculate the ESP and the reaction field by using either the
guantum mechanical charge density directly or ESP fitted
chargeg. If quantum mechanical charge density was used
directly, the electron densityg(r) or ion valence charg@on
HigO= €S0 @) density expressed in eac_h grid poi_nt of the real space PWSCF
grid was first converted into a point charge. Then, a typical
whereg is theith eigenvalueSis a Hermitian overlap operator, ~UHBD calculation was carried out, except this time atomic
andH is the Kohn-Sham Hamiltonian, partial charges were replaced by point charges converted from
each grid point in the PWSCF grid. This way, we have many
2 o . ‘ more point charges than atomic point charges and some of these
H=—-—V"+ ZDmW'ﬁ”D}B}‘T’]W + Viee(r) + Vy(r) + charges could be outside the dielectric boundary because the
2 nm guantum mechanical charge density could extend beyond the
V,.(r) (3) dielectric surface surrounding the solute. In converting the
charge density to a point charge, we multiplied the charge
whereDon is the “screened’ coefficients defined in ref 27, and density at the grid point by the volume of a grid used in the

|ﬁi§” in‘:”| is the projector related to the ultrasoft pseudopoten- UHBD calculation. We used a solvent-excluded surface gener-

tial. Vi is the Hartree potential, anll is the exchange-  ated by using a probe sphere of radius 1.4 A to define the
correlation potential. Under the plane wave representation, thedielectric interface. Because electronic polarization was explic-

kinetic energy term is diagonal and the Hartree potential has aitly taken care of by the quantum calculations, the interior
simple analytical form for periodic systems: dielectric constant was set to 1. An exterior solvent dielectric

constant of 80 was used. In all calculations presented pérge,
was set to zero, corresponding to a solution without salt. The
Poisson equation was solved by using the incomplete Choleski
decomposition methodl.

whereG is the reciprocal lattice vector. As discussed earlier,  The accuracy of the Poisson solution depends on the grid
the long-range Coulomb interactions between replicas canspacing used in the finite-difference method. For a water
introduce errors in performing calculations for isolated systems. molecule, the reaction field ener@kr obtained by using grid

2.1. Kohn—Sham Equations with Ultrasoft Pseudopoten-

h2
Eot = ZQA‘ - ;nvz + Vi
S drVigdnn(r) (1)

whereVy, andVir are the nonlocal and local operators of the
ultrasoft pseudopotentialey and Ex. are the Hartree and
exchange-correlation energies, respectively, a(g is the
electron density. The KoknSham equation can be obtained
by minimizing the total energy under the constraint of general-
ized orthonormality:

Vi(G) = é%n(G) @)
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spacings of 0.15 and 0.12 A differed by only 0.04 kcal/mol. TABLE 1: Calculated Solvation Free Energies of Ct in
Therefore, when using the focusing method of Gilson and Water (in kcal/mol)

Honig®*in solving the Poisson equation, we first calculated the jon modet  Gge Guwid Gsad  Gsol exptl
ESP using a coarse grid with a dimension of @dd a grid c- o —7975 211 051 —77.13 —73.4~ —780
spacing of 0.5 A, followed by a fine grid calculation with the olq —55.82 —53.20

same dimension but a smaller grid spacing of 0.15 A. The Bondi a/p —83.53 17.22 —65.81

radii were used in choosing surface points for ESP charge fitting g/qg —133.26 —115.54

and in defining the molecular surface (e.g., 1.20 A for hydrogen,  apodel plp indicates that both the reaction figldr) andGgs were
1.70 A for carbon, 1.52 A for oxygen, 1.55 A for nitrogen, and  calculated by using the densipydirectly. In modelo/q, the reaction
1.80 A for sulfur)3° field ¢(r) was calculated with, whereasGgrr was evaluated with point
2.3. Coupling between Kohr-Sham and PB Equations. charges derived by ESP fitting. Modgf used fitted point charges in
We obtained the reaction field by solving the PB equation twice, calculating the reaction field(r), but used charge density in evaluating

: - Grr. In modelg/q, the fitted point charges were used in calculating the
:)hnacte in the presence of the solvent, and once in a vacuum suc eaction fieldp(r) as well asGer.  Gsaswas calculated by multiplying

the solvent-accessible surface area by 0.006.
¢RF(r) = (»bsolven(r) - ¢vac(r) (7) 300 — 1 r 1 T 1 ' T ' T 7

The reaction fieldp(r) was incorporated into the KohrSham i iy
Hamiltonian to give

250
hz ion; pion ion ion

HsoI= - %VZ + anIDann DWm | + V:OC(I’) + VH(I’) +

Vi) + de(r) (8)

Because the solution of the Kohi$ham equation required the
reaction field, the solution of which in turn depended on the
guantum mechanically derived charge density (either used
directly or in the form of ESP fitted charges), the KetfBham

and the PB equations were solved self-consistently until the total
energy of the solute converged to within"8Rydberg. In the
solution of eq 8, the values apre(r) on the Kohr-Sham
equation grid were obtained from the PB equation grid using
the trilinear interpolation formula, as in UHBD. In the self- sobe L L 1, 1 1
consistent iteration procedure, one first performed a SCF  (bohr)

calculation in a vacuum V\.”th a fixed solutg geometry. The Figure 1. Reaction fieldp(r) from the solution of the Poisson equation

quantum mechanically Qerlved chgrge densr[y was then usedtor ¢, The solid line was obtained by using the charged density

in solving the PB equation to obtain the reaction figlgH(r). obtained from density functional calculation. The dashed line was

¢re(r) was then used in the following quantum mechanical obtained by using a single point charge of unit one at the atom center.

calculation. This process was repeated until the solute energy. )

converged. In these calculations, the solute geometry wasinteractions modeled #s*

obtained by optimizing it in a vacuum at the B3LYP/811 _

g** level using the Gaussian 03 packa@e. Gpp=a+ oA (12)
2.4. Solvation Free Energy CalculationsWith the quantum

mechanically derived charge density, the solvation free energy

was evaluated as follow:

200

150

Reaction Field (kcal/mol)

100 -

We treateda as an adjustable parameter to fit experimental
results.A is the solvent-accessible surface areais. a surface
tension coefficient which was set to 0.006 kcal/moi'# our

Geo= Gge + Gy + G 9) calculationsi’ As noticed in refs 38 and 39, eq 12 did not work
as well for small organic molecules containing a ring. This
whereGgg is the interaction energy between the solute charge limitation could be reduced by separating the nonpolar solvation

adjustable parameters are requifeét Although we only used

1 _ 1 _ eq 12 in this paper, Levy et al.’s approach might further improve
Gre= Ef\,p(r)quF(r)dr +§Z Z, pre(r) (10) our model in the future.

A ) . . 3. Results and Discussion
whereZ, is the ion valence charg€usq is the energy resulting

from the distortion of the solute wave function in going from  Because most previous PB calculations employed atomic

vacuum to solution and is given By partial charges rather than charge density, we compared four
different calculational models constructed by using charge
G = z[@f“-”(pis[]_ @i9||-||¢i9[]] (11) density alone, ESP-fitted charges alone, and their hybrids: In

I

the p/o model, the reaction fielg(r) was obtained from the

PB equation using the charge density, and the reaction field
Here, H is the Hamiltonian in the gas phasg, was theith energyGrr Was also calculated by using the dengitiy eq 10.
solute orbital in solvent, angl’ was theith solute orbital in the In the p/q model, the reaction field enerdgrr was evaluated
gas phase. Finally, the nonpolar te@x, involved contributions by using ESP-fitted charges in eq 10. In tife model, the ESP-
from cavity formation and solutesolvent van der Waals fitted charges were used in the solution of the PB equation,
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TABLE 2: Experimental and Calculated Solvation Free Energies for 31 Small Neutral Molecules in Water (in kcal/mol)

molecule  modél Grr Guwg Gsad Gnp Gso  exptl  molecule modél Grr  Guig Gsad  Gnp Gsol exptl

methanethiol  p/p —5.38 095 1.09 2.63 —1.80 —1.24 methylethyl plp —-5.97 116 1.50 3.03 —-1.79 -1.49

elq —3.53 1.70 —0.88 sulfide plq —4.16 210 -0.91

a/p —-3.91 1.16 1.72 -1.04 a/p —4.60 1.37 212 1.12

a/q —4.38 250 -0.73 a/q —4.97 290 -0.71
methanol plp —7.67 131 250 —3.86 —5.11 4-cresol plp —-9.19 136 1.64 3.17 —4.66 —6.13

plqg  —7.03 157 —4.15 olg  —8.44 2.24 —4.85

a/p —7.23 1.45 159 —-4.19 a/p —8.82 1.63 2,26 —4.93

a/q —7.67 237 —3.85 a/q 9.71 3.04 —-5.04
phenol plp —9.55 150 155 3.08 —4.98 —6.60 4-methyl- plp —1552 390 1.44 2.97 —8.65 —10.25

plq —8.67 215 -5.03 imidazole p/q —14.46 2.04 -851

p -9.06 1.77 217 -5.12 glp —15.09 4.37 2.06 —8.66

a/q —9.82 295 -511 gqg —16.35 2.84 —-9.13
acetic acid plp  —12.31 190 1.22 275 —7.66 —6.70 3-methyl- plp  —10.16 1.73 1.89 3.42 -5.01 -5.91

plg  —11.90 1.82 —-8.18 indole plq —8.59 249 -437

g/p —12.15 2.08 1.84 —8.23 a/p -9.35 2.18 251 —4.66

g/q —12.70 2.62 —8.00 g/q —10.20 3.29 —4.72
H-0 plp  —10.09 1.76 0.73 2.26 —6.07 —6.30 n-butylamine plp —-7.50 139 142 295 —-3.16  -4.29

plq —9.53 1.33 —6.44 plq —6.56 202 -3.15

a/p —9.80 1.96 1.35 —6.49 alp —6.82 157 2.04 —-3.21

g/q —10.03 213 —5.93 a/q —7.90 2.82 —3.51
benzene olp —4.12 054 1.45 298 —0.60 —0.9 n-propyl- plp —22.31 426 1.82 3.35-14.70 —10.91

plq -3.21 2.05 -0.62 guanidine p/qg —18.40 2.42 —11.72

op  —3.53 0.77 2.07 —0.68 gp —20.18 4.69 2.44—-13.05

a/q —4.01 285 -—0.39 g/q —20.45 3.22 —12.54
methane olp —0.94 0.03 0.84 2.37 1.47 1.93 aniline plp —9.30 146 1.45 298 —4.86 —5.49

plq —0.49 1.44 0.98 plq —8.59 2.05 -5.07

o —0.51 0.04 1.46 0.99 alp —-9.15 1.77 2.07 5.31

a/q -0.61 2.24 1.68 g/q —10.14 285 —5.52
propionic plp  —10.72 158 1.36 2.89 —6.24 —6.47 NH; olp —8.58 1.76 0.81 2.34 —4.47 —-4.29

acid plq —9.79 196 —6.24 plq —8.03 141  -4.86

a/p —9.98 1.73 198 —-6.27 a/p —8.39 2.03 143 —4.92

g/q —10.42 2.76 —5.94 a/q -9.29 2,21 -5.05
acetone plp —10.16 2.33 1.32 2.85 —4.99 —3.90 methylamine p/p —7.66 148 1.02 255 -3.63 -4.50

plq -9.51 192 -5.27 plq —6.56 1.62 —3.45

a/p —9.72 2.54 194 -524 a/p —6.80 1.63 1.64 —3.52

/g —10.14 272  -4.89 gq —7.71 2.42 -3.65
butane plp —1.56 0.04 1.45 298 1.46 2.15 acetonitrile plp —13.56 3.45 1.05 258 —7.53 —3.90

plq —0.23 2.05 1.86 gp —13.64 1.65 —8.54

a/p —0.27 0.03 2.07 1.83 olp —14.32 4.12 1.67 —8.53

a/q —0.33 2.85 2.54 gq —15.47 245 -8.90
acetamide plp  —16.59 3.83 1.27 2.80 —9.97 —9.71 pyridine plp —-854 188 1.33 286 —3.80 —4.70

plq —16.15 1.87 —10.45 olq —7.57 1.93 —-3.75

op —16.47 410 1.89-10.49 a/p —8.09 2.29 195 —-3.84

glqg -—17.26 2.67 —10.49 a/q —9.40 2.73 —4.37
i-butane plp —1.70 0.05 1.46 2.99 1.35 230 1-methyl- plp —28.41 7.17 1.70 3.23-18.02 —18.40

olq —-0.54 2.06 1.57 cytosine  p/lq —26.94 2.30 —17.48

a/p —0.57 0.06 2.08 1.57 glp —28.39 7.96 2.32-18.11

a/q —0.67 2.86 2.26 g/qg —29.46 3.10 —18.39
propionamide p/lp —15.69 3.65 1.43 2.96 —9.09 —9.41 1-methyl- plp —20.55 465 1.63 3.16—12.74 —14.0

plg —14.86 2.03 —9.18 uracil plg —21.35 2.23 —14.47

g/p —14.98 3.80 2.05 —9.13 glp —19.49 462 2.25-12.61

gq -—15.72 283 —9.10 aq —21.74 3.03 —14.08
ethanol oo  —7.74 131 1.22 275 —3.68 —5.01 9-methyl- polo —31.97 7.33 194  3.47-21.17 —22.4

plq —6.89 1.82 —3.76 guanine plg  —30.55 2.54 —20.69

a/p —7.05 1.42 1.84 —3.80 glp —32.73 8.61 2.56 —21.56

a/q —7.32 262 —-3.29 a/qg —34.50 3.34 —22.55
ethanethiol olp —5.65 1.02 1.30 2.83 —1.79 —1.30 9-methyl- plo  —21.50 3.49 1.87 3.41-14.60 —13.6

plq -3.71 1.90 -0.78 adenine plg  —18.79 248 —12.84

a/p —4.09 1.26 1.92 —0.90 glp —19.82 3.88 2.50—-13.45

a/q —4.52 270 —-0.56 gqg -—21.11 3.28 —13.95
toluene olp —4.46 057 157 3.10 —0.80 0.90 standard plp 1.34

olq —3.43 2.17 -0.69 error olq 1.29

a/p —-3.74 0.75 2.19 —-0.80 a/p 1.24

a/q —4.13 297 -0.40 a/q 1.29

_ @Model p/p indicates that both the reaction fieydr) and Gge were calculated by using the densitydirectly. In modelp/q, the reaction field
¢(r) was calculated witlp, whereasGgr was evaluated with point charges derived by ESP fitting. Maglelsed fitted point charges in calculating
the reaction fieldp(r), but used charge density in evaluati@gr. In modelg/q, the fitted point charges were used in calculating the reaction field
¢(r) as well asGrr. ® Gsas Was calculated by multiplying the solvent-accessible surface area by 0.6@éwas calculated from eq 12 in which
the optimized constara was 1.53 for modep/p, 0.60 for modelo/q, 0.62 for modelg/p, and 1.40 for modety/q.

and the reaction field energgrr was computed by using the  mechanical PB modef2%21In the g/q model, the ESP-fitted
guantum mechanically derived charge density in eq 10.gfhe  charges were used both in solving the PB equation and in
model has been widely used in previous mixed quantum- calculating the reaction field energykr.
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Table 1 presents results for the relatively “simple™ @n. 5 — T T T T T T T T
Experimental data for its solvation free energy was reported to
vary between 73.4 and 78 kcal/mf8lin previous continuum
solvent model calculations, the solvation free energy was found 0
to be sensitive to the atomic charge and radfudsing thep/p L
model, we could produce solvation energy in this range with a
small van der Waals radius of 1.25 A (solvation energy

—77.13 kcal/mol). One could see that the results obtained from g - 1
the four models could be quite different. Using the charge 3 Jok |
density in solving the PB equation gave a very different reaction =

field from that obtained by using ESP-fitted charges. As one g” - 1

can see from Figure 1, the reaction field obtained by using

charge density was smaller than that obtained by using ESP-
fitted charges. This is because when the solute was described
guantum mechanically, part of its electron density penetrated 20
into the solvent&44With 1.25 A as the van der Waals radius,

27% of the total electron density was lying outside in the high
dielectric region. If one assumed that this portion of the charge 25 .

) . . 25 20 -15 -10 -5 0 5
density was entirely screened, the effective charge that generated AG (keal/mol)

the reaction field was smaller. One can roughly rationalize this Figure 2. Correlation plot between the experimental and calculated

:‘n ltjrﬂg]s of the simple Born model for calculating the reaction s,y ation free energy using theo model. The correlation coefficient
1ela, is 0.99.

-
)
I

o) =4 - 1) (13)

whereR is the radius of Cli, ¢ is the dielectric constant of the
solvent, andy is the ionic charge. The decreased effective charge I
reduced the reaction field. On the other hand, the charge always .

lied within the low dielectric region in the fixed charge model 2
so that the full charge of magnitude one was fully appreciated. £ i i
The smaller effective charge generated a smaller reaction field £ .10} —
that distorted the electron cloud less significantly. This is also G | l
reflected in the energBuig associated with the distortion of g

the electronic wave function, which was smaller when the charge 15—
density was used. It is worth pointing out that the van der Waals

radius of 1.25 A was even smaller than the radius of a Cl atom.

The need to use such a nonphysical value might reflect the -20
limitations of continuum solvent models in describing the i
solvation of small charged ions. As described in ref 46, N T T T
continuum dielectric theory poorly describes specific scetute 253 20 -15 -10 -5 0 5
solvent interaction such as hydrogen bonding. As a result, AG,, (keal/mol)

continuum dielectric models often significantly underestimate Figure 3. Correlation plot between the experimental and calculated
the magnitude of anion solvation energies unless unphysically solvation free energy using th#g model. The correlation coefficient
small cavity radii are used or explicit terms are used to model is 0.99.

specific ion-water interactions. o/p model. For these neutral molecules, about2% of the

On the other hand, the differences among the four models electron density lied outside the molecular surface.
were much smaller when the models were applied to study larger  To compare the calculated solvation energy with experimental
molecules. Table 2 summarizes the results for 31 small neutraldata taken from refs 15 and 21, the paramatierthe termGnp
organic molecules. In these models, one adjustable parameteivas allowed to change to best fit the experimental results. The
a, defined in eq 12, was used to better fit the experimental data. optimized values of were 1.53 kcal/mol for the/p model,
When the solute was described quantum mechanically, there0.60 kcal/mol for thep/q model, 0.62 kcal/mol for the/p model,
always existed a tail of electron charge density penetrating into and 1.40 kcal/mol for the/q model. These values @ were
the high dielectric solvent that did not occur in point-charge close to the 1.09 value used by Honig and co-workers, who
models. As shown in Table 2, the solute wave function distortion employed a similar intrinsic surface tension of 0.005 kcal/mol/
energy Guig Was slightly overestimated in the point-charge A220 Although the four models were distinct by generating
modelsg/p and g/q; however, theGys values for butane and  different reaction field energieGgr, for example, one could
1-methyluracil were quite similar for the/p andg/p models. make all four models give comparable agreement with the
In general, a slightly weaker reaction field was generated from experimental data by allowing the parameteio change. By
the full charge density modelp because of the “leaking” of  doing this, we could obtain root-mean-square errors of about
charge density into the high dielectric solvent region. When the 1.3 kcal/mol in all four cases.
solute experienced a weaker reaction field, its wave function Figures 2-5 illustrate the correlation between the experi-
was less distorted. Consequently, the valué&gf; calculated mental free energies and the calculated ones from the four
from the p/p model was typically smaller than that from the different models. As illustrated in Figures—3, the same
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5 — T T T T T T T T These nonphysical results reflect the limitations of continuum
solvent models in treating small charged ions. On the other hand,
the results for larger molecules were much more reasonable.
. For the 31 small neutral molecules studied here, the model
i performed quite well in calculating the solvation free energy
of these molecules when a single adjustable parameter was
introduced to shift the calculated solvation energy. The root-
- mean-square deviations from the experimental results were only
1.3 kcal/mol when the solvation free energy of these molecules
spanned a wide range of 25 kcal/mol. The correlation coefficient
7 between the calculated and the experimental solvation free
energy was also better than 0.99.

(kcal/mol)

exp

AG
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